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This coming new year is an important occasion for the association. It is a renewal year for us. The new committees have been elected and will continue to push ECTI forward into the future. I would like to take this opportunity to thank all my colleagues in supporting ECTI. They have been the pillars of our association in the past two years, without them, a lot of activities of our association cannot be successful as they are. Many goals have been fulfilled, and many have remained to be future goals. We have great success in collaborating more with international organizations. Presently, our activities in organizing international conferences are healthy. We also have good progress in stimulating local academic activities. We enrolled many new members. Things seem to be good for us. However, we still need many hands to support our future activities. At this time, the society has turn toward “better, faster, cheaper and more customization”. So, we also must adapt and look forward to be a part of that future.
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ABSTRACT

This article reports an error correcting capability (ECC) of an associative memory built around a proposed cellular automata-based model, called Two-class Classifier Cellular Automata with Artificial Point (2C2-GMACA). The 2C2-GMACA aims to improve the performance of Generalized Multiple Attractor Cellular Automata (GMACA) for both recognition rate and time complexity of the multiple ECC. An empirical performance evaluation shows that the proposed 2C2-GMACA is superior to GMACA for both recognition rate and time complexity, especially when a number of bit of noise of ECC increases.

Index Terms— Error correcting capability, cellular automata, support vector machines, GMACA, 2C2-GMACA

1. INTRODUCTION

Cellular Automata (CA) are universal computational machines being introduced by John von Neumann and Stanislaw Ulam [1]. A cellular automaton consists of a group of cells organized in a form of lattice. The states are changed in the discrete time and space. The next state for a cell is considered from local transition function of the present state for that cell and its neighborhood. CA are capable to apply in several areas. In this regard, Generalized Multiple Attractor Cellular Automata (GMACA) [2], [3], [4] is proposed for pattern recognition. It takes an associative memory model [5] for
implementation and was known as the model that provides the best solution to Error Correcting Capability (ECC) for only one bit noise. There are papers investigating ECC using CA. Maji et. al [3] presents GMACA for ECC by using simulated annealing in ordering the rules. In addition, Maji et. al [4] presents the GMACA for the same problem, but carrying out a genetic algorithm for searching for the CA’s rules. The drawbacks of GMACA are a very high classification computation, recognition rate, and search space complexities. It generates an extremely large search space in $O(n^n)$, where $n$ is a number of pattern bits for solely one bit noise. Furthermore, recognition rate of GMACA in ECC extremely drops while pattern bits and bit noises increase. This paper proposes Two-class Classifier Generalized Multiple Attractor Cellular Automata with artificial point (2C2-GMACA) to cope with such problems. Following this section, GMACA with ECC, the proposed model, performance evaluation, results and discussions are sequentially presented.

2. AN EVOLUTION OF CELLULAR AUTOMATA

Elementary Cellular Automata (ECA) proposed by Wolfram [6] is the simplest class of one dimension (1d) CA, with $n$ cells, 2-states (0 or 1) and 3-neighborhood. The next state ($S_{i+1}^t$) for the $i^{th}$ cell calculated from the local transition function ($f$) of the present state ($S_i$) for the $i^{th}$ cell and its nearest neighbors (left ($S_{i-1}$), right ($S_{i+1}$) and itself ($S_i$)), the equation is given by (1) following:

$$S_{i+1}^t = f(S_i, N_i')$$

$$= f(S_i'_{S_{i-1}'S_{i+1}'})$$

$$= (R_i >, S_{i-1}'S_{i}'S_{i+1}')$$

If a present state ($S_i'$) is considered as a changing state, its neighborhoods are being formed ($S_{i-1}'S_i'S_{i+1}'$) and sought the next state ($S_{i+1}'$) from the rule ($R_i$). Subsequently, the next states ($S_{i+1}'$) of $n$ cells can be expressed in a truth table. The first row lists the possible 8 combinations of the present states for 3-neighborhood cell at time $t$ and the next $n$ rows list the next states for the $i^{th}$ cell at time $(t+1)$ for the $n$ different rules as shown in Fig.1 (a). Simplifying the rule vector for implementation in computer-based systems is quite
difficult in this respect; we thus alternatively proposed a rule matrix (M) to represent the next state of n cells.

Let M(i,j) represent a rule matrix with an element at the i\textsuperscript{th} (i=0,1,2,...,n-1) row and the j\textsuperscript{th} (j=0,1,2,...,7) column. It denotes a state from the truth table at the rule R\textsubscript{i} and the neighborhood configuration j in binary number with the length of 3, shown in Fig.1(a). In this convention, the next state for the i\textsuperscript{th} cell in the equation (1) is represented by M(i,j) as following

\[ S_{i+1} = M(i,j) \]  \hspace{1cm} (2)

where \( j = (S_{i}', S_{i}', S_{i+1}') \) in the decimal number

and the next state for n-cell ECA (\( S^{i+1} \)) from the equation (2) is defined in the form of rule matrix M shown following

\[ S^{i+1} = (S_0^{i+1}, S_1^{i+1}, S_2^{i+1}, \ldots, S_{n-1}^{i+1}) \]

\[ = (M(0, S_0^i, S_1^i, S_2^i), M(0, S_1^i, S_2^i, S_3^i), \ldots, M(n-1, S_{n-2}^i, S_{n-1}^i, S_0^i)) \]

\[ = (M, S^i) \]  \hspace{1cm} (3)
The evolution of ECA is a prototype for pattern classifier which is a basis for further developing of GMACA [3],[4] and 2C2-GMACA.

3. GENERALIZED MULTIPLE ATTRACTOR CELLULAR AUTOMATA WITH ERROR CORRECTING CAPABILITY

GMACA is a hybrid (non-uniform) CA of which each cells has its own rule. It is a non-linear CA involving with NOT, AND, OR, etc., logic function of the 3 neighborhood configurations. A system consists of a set of pivotal points \( P = \{P_1, P_2, P_3, \ldots, P_k\} \), a transient state \( (P') \) and a rule matrix \( (M) \). For the evolution of the GMACA, the \( P' \) will be evolved with the \( M \) until it reaches some pivotal point \( (P_i \in P) \) which is a solution to the pattern recognition. The next state of GMACA is calculated by the equation (4).

\[
S'^{t+1} = \begin{cases} 
(M, S') & \text{if } S' \notin P \\
S' \text{ and stop, otherwise} & 
\end{cases}
\] (4)

Given a transient state \( (P') \), the present state \( (S') \) is initialized to \( P' \). The next state \( (S'^{t+1}) \) will be generated by the rule matrix \( M \) until it reaches some pivotal point \((P_i \in P)\). An evolution of GMACA can be represented by a reverse tree called attractor basin which contains cyclic and non-cyclic states. The cyclic state referred to as an attractor cycle. It contains a pivotal point and transient states with cycle length greater than or equal to 1. The non-cyclic state contains transient states. Fig. 1(b) shows GMACA and a particular rule vector. The GMACA is supported with an associative memory for classifier design. It generates all possible patterns (transient states) with the maximum permissible noises \( (r_{\text{max}}) \) in training phase. Consequently, the GMACA is independent from the number of patterns to be learnt. Currently, ECC in communication system is taken to deal with the GMACA. It provides the best solution (very high recognition rate) when it is trained and tested with maximum permissible noise \( (r_{\text{max}}) \) equal to 1. Adversely, its recognition rate is extremely decreased when \( r_{\text{max}} \) is greater than 1. This is the limitation of GMACA for the multiple ECC. In addition, the search space for determining the desired rules, collision rate and complexity of classification are also the severe problem of the GMACA.
The proposed method, called Two-class Classifier Generalized Multiple Attractor Cellular Automata with artificial point (2C2-GMACA), is a binary classifier system. It classifies a given input (a transient state) into two groups (two attractor basin). The 2C2-GMACA is constructed by two pivotal points and their transient states. The outputs are a rule vector and an artificial point. The rule vector evolves a transient state into the next state, while an artificial point is a parameter of the decision function for interpreting the next state into two attractor basins.
Let $P^+$ and $P^-$ are pivotal points of the positive and negative attractor basins, respectively. They are designed with a rule matrix (M) and an artificial point (A). Given a transient state ($P'$) as an input, it must be classified to be a member of $P^+$ or $P^-$. The 2C2-GMACA begins by initializing the present state ($S'$) to $P'$. Then, the $P'$ will be evolved by the equation (4) to generate a next state ($S''$). The $S''$ is calculated by the binary decision function given in equation (5).

\[
 f(S''_t,A) = \text{sgn} \left( \sum_{i=0}^{n} S''_{t,i} A_i - \sum_{i=0}^{n} S''_{t-i} A_i \right)
\]

Finally, $P$ is considered as a member of $P^+$ if $f(S''_t,A) = +1$, and $P^-$ if $f(S''_t,A) = -1$. Fig. 2 portrays an example of the 2C2-GMACA process with two attractor basins based on 4-bit pattern and periodic boundary condition.

4.1. Design of 2C2-GMACA Rule Vector

As GMACA rule ordering, it takes a reverse engineering technique [3], [4] to synthesize a desired rule vector. In the proposed method, a voting technique is applied for synthesizing such a rule vector for the two attractor basins. It acquires a rule vector by using a subtraction of two matrices and a majority voting rule (Fig. 2(b) and 2(c)). Each element of the $M^+$ and $M^-$ represents the number of coincident neighborhoods for the $i$th cell from two attractor basins (Fig. 2(b)). The time complexity for ordering the desired rule vector is a constant, $O(1)$. However, it is further required for determining an appropriated artificial point by using genetic algorithm. Design of 2C2-GMACA for ordering the rule vector is comprised of three phases as follows:

Phase I: Two pivotal points $(P_i, P_j)$, where $P_i \neq P_j$ and $P_i, P_j \in P$, are chosen from the set of pivotal points corresponding with multiclass classification approaches, such as one-versus-one, one-versus-all, etc. Given that, $P_i$ and $P_j$ are pivotal points of the positive $(P^+)$ and negative $(P^-)$ attractor basins, respectively, all transient states of $P_i$ and $P_j$ are generated with the maximum permissible noise ($r_{\text{max}}$) into the leaf nodes. In Fig.2 (a) shows
two attractor basins based on an associative memory, which are generated by Phase I, for 4-bit pattern (n) and “one” maximum permissible noise \( r_{\text{max}} = 1 \). Let \( P_i = 0000 \) and \( P_j = 1111 \) be patterns to be learnt. Then, they are considered as pivotal points of the positive (\( P^+ \)) and negative attractor basin (\( P^- \)), respectively. Therefore, the \( P_i \) is mapped into leaf node of the positive attractor basin, while the \( P_j \) is mapped into the negative attractor basin. Then, two sets of noisy patterns with one bit noise of the \( P^+ \) and \( P^- \) are generated resulting in \{1000, 0100, 0010, 0001\} and \{0111, 1011, 1101, 1110\}, respectively. They are mapped into leaf nodes of the positive and negative of the attractor basin.

Phase II: This phase is illustrated in Fig. 2(b). As shown, two matrices \( M^+ \) and \( M^- \) with size \(|n \times 8|\) are given. It is derived from the positive and negative attractor basins. Let \( M^+ (i, j) \) and \( M^- (i, j) \) be an element of the matrix \( M^+ \) and \( M^- \), respectively, where \( i = 0,1,2,\ldots,n-1 \) and \( j = 0,1,2,\ldots,7 \). Thus, \( M^+ (i, j) \) is the number of nodes from the positive attractor basin using 3-neighborhood \( S^+, S^-, S_{i,j} \) for the \( i^{\text{th}} \) cell of the nodes falling into at the \( i^{\text{th}} \) row and \( j^{\text{th}} \) column. So, the is for the negative attractor basin.

Phase III: This phase aims at determining a rule vector shown in Fig.2(c). For computing purpose, \( M \) is employed to evolve a given transient state into a new state. An element of \( M(i,j) \) is created from the comparison between the \( M^+ (i, j) \) and \( M^- (i, j) \) where \( i=0,1,2,\ldots,n-1 \) and \( j=0,1,2,\ldots,7 \) under the following majority voting rule:

1) If \( M^+ (i, j) > M^- (i, j) \), the element \( M(i, j) \) of the \( M \) is “1”.
2) If \( M^+ (i, j) \leq M^- (i, j) \), the element \( M(i, j) \) of the \( M \) is “0”.

4.2. Design of 2C2-GMACA Artificial Point

Following the rule vector, artificial points with the same size as n-bit pattern to be learnt are searched using the heuristic search. In this regard, the search space is a number of possible patterns of n bits from 000…000 to 111….111. That is, the complexity in this regard is \( O(2^n) \). In this paper, a genetic algorithm (GA) is chosen to implement. The fitness function of the GA is calculated using a true positive (TP) and a false positive (FP) from the confusion matrix [7] and given in the equation (6).
\begin{equation}
    \text{Fitness} = 1 - \frac{TP}{TP + FP}
\end{equation}

Table I. Evolution time of GMACA and 2C2-GMACA to synthesize the rule vectors.

<table>
<thead>
<tr>
<th>Training Noise (r_{max})</th>
<th>Percentage of Recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>For n=15,k=5</td>
</tr>
<tr>
<td></td>
<td>r=1</td>
</tr>
<tr>
<td>GMACA</td>
<td>82.13</td>
</tr>
<tr>
<td>2C2-GMACA</td>
<td>80.65</td>
</tr>
<tr>
<td></td>
<td>80.02</td>
</tr>
<tr>
<td>GMACA</td>
<td>82.45</td>
</tr>
<tr>
<td>2C2-GMACA</td>
<td>80.65</td>
</tr>
<tr>
<td></td>
<td>80.02</td>
</tr>
</tbody>
</table>

Time complexity of the 2C2-GMACA for ordering the desired rule vector is O(1) and the search space complexity of artificial points is O(2^n) independent on the maximum permissible noise (r_{max}). The GMACA with a reverse engineering technique provides the complexity of O(n^n) for 1 bit noise only, and combinatorial explosion when r_{max} increases.
5. EXPERIMENTAL RESULTS

GMACA provides the recognition rate opposite to general models of pattern recognition and 2C2-GMACA. That is, if it is trained with more various patterns (high $r_{\text{max}}$), the recognition rate will not be higher. It is a result that a high $r_{\text{max}}$ generates a large amount of transient states which caused the genetic algorithm takes a tremendous time to construct an appropriate attractor basin which is synthesized to be a rule vector. This directly affects the recognition performance. Table I and II show empirical experimental results in comparison between GMACA and 2C2-GMACA for recognition rate and evolution time, respectively. With different training noises, size of noise($r$), bits pattern ($n$) and numbers of learnt pattern ($k$), the proposed 2C2-GMACA provides the outstanding recognition rate superior to GMACA. In addition, the 2C2-GMACA is also extremely superior to GMACA in time complexity for synthesizing the rule vectors.

<table>
<thead>
<tr>
<th>CA size ($n$)</th>
<th>Value of $k$</th>
<th>Maximum Permissible Noise ($r_{\text{max}}$)</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>GMACA</td>
<td>2C2-GMACA</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>1</td>
<td>16.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>135.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>714.15</td>
</tr>
<tr>
<td>35</td>
<td>15</td>
<td>1</td>
<td>621.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1226.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>7523.00</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS AND DISCUSSIONS

This article models the multiple ECC problem using a universal computational machine, called cellular automata. The proposed 2C2-GMACA for multiple error correcting capability shows the success of a CA-based binary classifier. 2C2-GMACA improves the
performance of GMACA for both recognition rate and time complexity of multiple error correcting code problem. For performance evaluation, the empirical experimentation shows that it is superior to GMACA. This encourages us continue finding an extension to deal with other recognition tasks, language recognition for example in comparison with state of the art methods, as well as determining the reduction of complexity. We hope to report our findings in the near future.
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Report from IWAIT 2014

2014 International Workshop on Advanced Image Technology

The International Workshop on Advanced Image Technology (IWAIT) is the well-known international workshop that gathers researchers, professors, students and interested persons in the field of advanced image technology. Previous IWAIT conferences have been held annually since 1998 in Eastern and South Eastern Asian countries such as Korea, Taiwan, Japan, Singapore, Thailand, Malaysia, Indonesia and Vietnam. The 17th IWAIT was held at the Sukosol Hotel, Bangkok, Thailand, on January 6-8, 2014. Visit the official website at http://www.iwait2014.org/IWAIT 2014 was organized by the Department of Electronic and Telecommunication Engineering, Faculty of Engineering, King Mongkut’s University of Technology Thonburi (KMUTT) and also technically supported by the Institute of Electronics, Information and Communication Engineers (IEICE), the Institute of Image Information and Television Engineers (ITE), the Korean Society of Broadcast Engineers (KSBE), and Thailand Convention & Exhibition Bureau (TCEB)

IWAIT 2014 Statistics

- 145 papers submitted from 9 countries
- 131 papers accepted (acceptance rate of 90%)
- 15 oral sessions (3 parallel sessions)
- 4 keynote speakers
- 3 invited speakers
- 2 poster sessions
- 191 participants from 8 countries attended to the workshop
- 9 best paper awards
IWAIT 2014 **Best Paper Awards**

“Fast Geometric Complementarity Matching in Protein-Protein Docking”
Liu Hui, Lin Feng, Lee Yong Tsui, Qian Kemao and Seah Hock Soon

“A Semi-blind Watermarking for DIBR 3D Images
An Attempt to Show Hardness of Watermarking in 3D Image Contents”
Bo-Ra Kim, Yoon-Hyuk Lee, Youn-Joo Kim, Dong-Wook Kim, Yong-Ho Seo and Hy Choi

“Moving Object Detection Using Entropy based on the Time Axis”
Jae-Ho kwak and Whoi-Yul Kim

“Interactive and Procedural Modeling of Featured Chinese Architecture”
Chun-Yen Huang, Hung-Wei Hsu and Wen-Kai Tai

“Ball Tracking in Team Sports by Focusing on Ball Holder Candidates”
Junji Kurano, Taiki Yamamoto, Hirokatsu Kataoka, Masaki Hayashi and Yoshimitsu Aoki

“Extended Joint Bilateral Filtering for Color Noise Reduction and Super Resolution”
Naofumi Wada, Masato Kazui and Miki Haseyama

“A Highly Accurate Photometric Compensation by Considering Indirect Reflected Light”
Takuya Yoshida and Naoki Hashimoto

“Object Tracking and Image Restoration in the Dark”
Hayato Kuroda and Takashi Komuro

“A Lossless Compression Method Using Histogram Packing for HDR Images in OpenEXR Format”
Taku Odaka, Wannida Sae-Tang, Masaaki Fujiyoshi, Hiroyuki Kobayashi, Masahiro Iwahashi and Hitoshi Kiya
WAIT 2014 Events

IWAIT 2014 keynote speeches were given by 4 distinguished professors.

The first talk was given by Prof. Jing-Ming Guo from National Taiwan University of Science and Technology, Taiwan, on the topic "Former Developments and Future Possibilities of the Digital Halftoning".

The second talk was given by Prof. Hideo Saito from Keio University, Japan, on the topic "Towards Practical Applications of Mixed and Augmented Reality Based on Computer Vision".

The third talk was given by Prof. Thanarat Horprasert Chalidabhongse from Chulalongkorn University, Thailand, on the topic "Background Subtraction - A Quick-and-Dirty Way to Segment Moving Objects in a Video".

The fourth talk was given by Prof. Pau-Choo (Julia) Chung from National Cheng Kung University, Taiwan, on the topic "Intelligent Sensing for Healthcare Applications".

IWAIT 2014 Banquet was held at Suan Pakkad Palace Museum, the traditional Thai style opened in 1952, combining of fine arts and ancient artifacts.
The Joint International Conference on Information and Communication Technology, Electronic and Electrical Engineering (JICTEE) was the Greater Mekong Sub-region (GMS) forum for researchers, developers, designers and engineers from both industry and academia to exchange ideas in the active fields of theory, design and implementation of ICT, Electronic and Electrical Engineering. The conference focuses on emerging and sustainable technologies to support global development along with equality in society and environmental preservation. First time in Thailand as an International forum, JICTEE 2014 was hosted by Mae Fah Luang University (MFU) and Chiang Rai College (CRU) and it was held at the Mantrini Hotel, Chiang Rai, Thailand, during March 5-8, 2014. The official website of JICTEE2014 is www.jictee2014.org

JICTEE2014 was organized by the School of Information Technology, Mae Fah Luang University (MFU) and Faculty of Engineering, Chiang Rai College (CRU). Additionally, JICTEE2014 also was technically supported by King Mongkuts’ University of Technology Thonburi (KMUTh) and King Mongkuts’ Institute of Technology Ladkrabang (KMITL), and all other network universities of MFU and CRU. JICTEE2014 also had the sponsorships from 3 software companies in Thailand including Naga Software, Mak Media and Epsilon consultant. Additionally, JICTEE 2014 has been approved for inclusion in the IEEE's Conference Publication Program. All presented papers will finally be included in IEEE Xplore.

JICTEE2014 Statistics

117 papers submitted from 8 countries
75 papers accepted (acceptance rate of 64%)
15 oral sessions (3 parallel sessions)
5 keynote speakers
71 participants from 5 countries attended to the workshop
2 best paper awards
JICTEE2014 Best Paper Awards

Two best paper awards are presented at JICTEE2014.

1. Title: Enhance Neuro-Fuzzy System for Classification Using Dynamic Clustering
   Authors: Poonarin Wongchomphu and Narissara Eiamkanitchat
2. Title: Performance of Log-MAP Algorithm for Graph-Based Detections on The 2-D Interference Channel
   Authors: Thanomsak Sopon, Pornchai Supnithi, and Kasin Vichienchom

JICTEE2014 Events

The open ceremony speeches were given by the vice president of Mae Fah Luang University, Assoc. Prof. Dr. Chayaporn Wattanasiri and one of the conference chair, Dr. Surapong Uttama.
Prof. Ramjee Prasad
Center for TeleInFrastructure, Denmark
Title: Next Generation Revolution

Prof. Hiroshi Matsuno
Yamaguchi University, Japan
Title: A development of disaster information system using wireless technologies

Prof. Sansanee Auephanwiriyakul
Chiangmai University, Thailand
Title: Fuzzy Set Theory in Information Technology

Prof. Nopasit Chakpitak
Chiangmai University, Thailand
Title: Smart City

Prof. Suttichai Premrudeeprachacharn
Chiangmai University, Thailand
Title: Microgrid
JICTEE2014 Welcome and Banquet Party

The welcome and banquet party were conducted at the Mantrini Hotel, Chiang Rai with the historical atmosphere of the Lanna Empire.
Report from KST 2014

The 6th - 2014 International Conference on Knowledge and Smart Technology

KST international conference has been established with the aim in mind that a sustainable community will be achieved through continuous studies and share resources. The conference will be held annually in Burapha University which located in the Eastern part of Thailand. It provides a central forum for experts and developers to promote, share, and discuss various issues and developments in the broad field of Computational Intelligence, Intelligent Application, Intelligent Computer Networks and Systems, and Emerging Intelligent Technologies. KST international conference will provide an opportunity for young researchers to demonstrate their talent and interesting research ideas. The conference will benefit people who are actively involved in research related to computational intelligence and its applications. The 6th KST was held at the Tao-Thong Hotel, Burapha University, Thailand on January 30 – 31, 2014. Visit the official website at http://www.kst-thailand.org/

KST 2014 was organized by 10 departments from 8 institutes including Burapha University, Chulalongkorn University, Sripatum University at Chonburi, Khon Kaen University, King Mongkut's University of Technology Thonburi, Assumption University, Prince of Songkla University and Rajamangala University of Technology Tawan-Ok, Chantaburi Campus.

In addition, the KST 2014 was also technically supported by the Institute of Electrical and Electronics Engineers (IEEE), the Institute of Electrical and Electronics Engineers Thailand Section (IEEE Thailand Section), and Electrical Engineering/Electronics, Computer, Telecommunications and Information Technology Association of Thailand (ECTI Thailand). Moreover, KST 2014 conference had been sponsored by National Electronics and Computer Technology Center (NECTEC) and National Broadcasting and Telecommunications Commission (NBTC).
KST 2014 Statistics

- 45 papers submitted from 11 countries
- 22 papers accepted (acceptance rate of 48.89%)
- 24 Thai papers submitted and 13 papers accepted (acceptance rate of 54.17%)
- 7 oral sessions (3 parallel sessions)
- 1 Special Session in “Cognitive Characteristics of Human Vision”
- 1 keynote speakers
- 250 participants from 8 countries attended to the conference

KST 2014 Events

KST 2014 keynote speech was given by **Professor Dr. Katsumi Watanabe** from University of Tokyo, Japan, on the topic "Cognitive Characteristics of Human Vision: A tutorial".

Special Session on "Cognitive Characteristics of Human Vision" organized by **Professor Dr. Katsumi Watanabe** from University of Tokyo, Japan.
KST 2014 Banquet was held at Tao-Thong Hotel, Burapha University, on January 29, 2014.
APSIPTA ASC 2014

1st Call for Papers

Welcome to the APSIPA Annual Summit and Conference 2014 hosted in Chiang Mai, the most culturally significant city in northern Thailand. Chiang Mai is a former capital of the Kingdom of Lanna (1238-1774) and is well known for its historical temples, stunning natural beauty, delicious food, and saintly religious shrines. The APSIPA annual conference is sponsored by Asia Pacific Signal and Information Processing Association (APSIPA) in order to promote research and education in signal processing, information technology and communications. The annual conference was previously held in Japan (2009), Singapore (2010), China (2011), USA, (2012) and Japan (2013). The field of signal processing is of great interest including processing, acquisition, distribution, communication, networking, computing, system design, security implementation, and technology with applications to science, engineering, and social areas.

The rigorous technical program tracks and topics of interest include (but are not limited to):

1. Biomedical Signal Processing and Systems (Biomedical)
   1.1 Biomedical Imaging
   1.2 Biomedical Signal Processing and Information Systems
   1.3 Biomedical Signal Processing and Information Systems

2. Signal Processing Systems Design and Implementation (SPS)
   2.1 Neuroelectronics and Cognitive Systems
   2.2 VLSI Systems and Architectures

3. Video and Image Processing
   3.1 Video and Image Coding
   3.2 3D/4D Image Processing
   3.3 Video and Image Segmentation and Recognition

4. Multimedia, Database, and Video Retrieval
   4.1 Multimedia and Video Retrieval
   4.2 Multimedia and Video Retrieval

5. Image, Video, and Multimedia (IVM)
   5.1 Image and Video Coding
   5.2 Video and Image Segmentation and Recognition
   5.3 Multimedia, Database, and Video Retrieval

6. Speech, Language, and Auditory (SLA)
   6.1 Speech and Language Processing
   6.2 Speech and Language Processing
   6.3 Speech and Language Processing

7. Signal and Image Processing: Theory and Methods (SIPTM)
   7.1 Signal Processing Systems and Applications
   7.2 Signal Processing Systems and Applications
   7.3 Signal Processing Systems and Applications

8. Wireless Communications and Networking (WCCN)
   8.1 Wireless Communications and Networking
   8.2 Wireless Communications and Networking
   8.3 Wireless Communications and Networking

Submission of Papers

Please submit an extended abstract, not more than eight pages, up to 10 pages in length, to short papers up to 4 pages in length, where full papers will be for the single-track presentation and short papers will be for poster presentation. The conference proceedings of the main event will be published and available at the APSIPA website.

Important Dates

Submission of Proposals for Special Sessions, Panels, and Tutorials: May 9, 2014
Submission of Full and Short Papers: June 30, 2014
Notification of Paper Acceptance: Aug. 29, 2014
Final Version Due Date: Dec. 5, 2014
Call for Papers

ITC-CSCC 2014

The 29th International Technical Conference on Circuits/Systems, Computers and Communications (ITC-CSCC 2014)

July 1-4, 2014 | Bangkok, Thailand

With the great success of the International Technical Conference on Circuits/Systems, Computers and Communications (ITC-CSCC) as the world leading conference devoted to the advancement of high technologies in Circuits/Systems, Computers and Communications, we would like to invite all the scholars and experts around the world to attend the 29th ITC-CSCC 2014 to be held in “the City of Angels”, Bangkok, Thailand.

Topics

The conference is open to researchers from all regions of the world. Participation from Asia Pacific region is particularly encouraged. Proposals for special sessions are welcome. Papers with original work in all aspects of Circuits/Systems, Computers and Communications are invited. Topics include, but are not limited to, the following:

Circuits & Systems
- Analog Circuits
- Computer Aided Design
- Intelligent Transportation
- Linear & Nonlinear Systems
- Medical Electronics & Circuits
- Modern Control
- Neural Networks
- Power Electronics & Circuits
- RF Circuits

Computers
- Artificial Intelligence
- Biocomputing
- Computer Systems & Applications
- Computer Video
- Face Detection & Recognition
- Image Coding & Analysis
- Image Processing
- Internet Technology & Applications
- Mobile Analysis
- Multimedia Service & Technology
- Object Extraction & Technology
- Security
- Watermarking

Communications
- Address & Wave Propagation
- Audio & Speech Signal Processing
- Circuits & Components for Communications
- IP Networks & QoS
- MIMO & Space-Time Codes
- Multimedia Communications
- Mobile & Wireless Communications
- Network Management & Design
- Optical Communications & Components
- Radar & Remote Sensing
- Communication Signal Processing
- Ubiquitous Networks
- UWB
- Visual Communications
- Wireless Sensor Networks
- Underwater Communications

Submission of Papers

Prospective authors are invited to submit original paper(s) of either MS Word or PDF format written in English. Abstract is limited to two pages of text and figures. Abstract can be submitted on the official website. If you have any trouble in paper preparation and online submission, please contact the conference secretary.

Proceedings and Publications

All registered participants are provided with conference proceedings. Moreover, authors of the accepted papers are encouraged to submit full-length manuscripts to IEEE IJST (Korea), IEICE Transactions (Japan), ECTI Transactions (Thailand), or Engineering Journal (Thailand). Papers passed through the standard review procedure of the IEEE IJSTs and IEICE Transactions will be published in regular issues while ECTI Transactions and Engineering Journal will be published in special issues. The authors (or their institute) are requested to pay the publication charge for the IEEE Transactions when their paper is accepted.

Important Dates

Deadline for proposal of special session: March 1, 2014
Submission of Two-Page Extended Abstract: April 1, 2014
Notification of Acceptance: May 9, 2014
Submission of Camera Ready Paper: June 1, 2014

Contact: secretary@itc-cscc2014.org, http://www.ieeecscc2014.org
ECTI-CON 2014
Nakhon Ratchasima, Thailand  May 14-17, 2014

Call for Papers:

The program of ECTI-CON 2014 will consist of regular technical sessions and special sessions. Topic of interest for submission include, but are not limited to:


Area 3) Information Technology: IT for Medicine Engineering, Bioinformatics and Applications, Ontology, Business and Information Systems, Information Security and Forensics, Information Retrieval, Data Mining, Knowledge Management, Electronic Commerce, Health and Medical Informatics, Hybrid Information Technology;


Area 7) Power Electronics: Power Devices and Components, Power Quality Control, Harmonic Analysis, and Computer Analysis, Switching Circuits and Power Connectors, Motors and Drives, Smart Grid, Distribution Generation and Electric Vehicles, Photovoltaic Materials and Solar Cells;


Paper Submission: The review process of ECTI-CON 2014 is ‘double-blind’. Therefore, papers must be submitted without author’s names and affiliations appearing in the manuscripts submitted for review. Prospective authors are invited to submit full papers without author’s names and affiliations. In English, of at least 4 (4) pages in standard IEEE transactions format only, reporting their original works and results, applications and implementation in one or more of the latest topics. Paper format (BibTeX) can be downloaded at http://www.edition2014.org.

Important dates:

- Full paper submission due date: January 6, 2014
- Notification of acceptance: March 5, 2014
- Camera-ready paper submission: April 1, 2014
- Authors and Early bird registration: April 1, 2014

Website: http://www.ecticon2014.org
http://www.facebook.com/ECTICon2014
Contact Address:
School of Telecommunication Engineering
Sumitomo University of Technology
Kiaen Park (Kawa), Thailand 33393
Tel: +66 422 3382, Fax: +66 422 4333
ECTI Who’s Who

President:
Prabhas Chongstitvatana (CU)

Advisory Board:
Monai Krairiksh (KMITL)

Vice President:
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TC (Telecommunications)
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Secretary:
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ECTI Association
Sirindhorn International Institute of Technology
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