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ABSTRACT

To achieve a good performance for shape retrieval, it requires both shape representation and classifier. In this paper, the algorithm for shape matching and retrieval is developed by using Eigen Barycenter Contour (EBcC) and Fisher Barycenter Contour (FBcC). In our algorithm, the Signed Enclosed Area (SEA) signature (formed by two adjacent points of contour and its center point), computed at each scale level of Barycenter contour (BcC), is utilized as the shape representation. The BcC technique is robust to moderate amount of noise and occlusion. Furthermore, the SEA signature is invariant to general affine transformation including translation, rotation, scale and shear. Because of high dimension of the shape representation, thus, in the matching step, two classifiers have been studied. The first classifier, Eigen face technique, is employed for dimensionality reduction while the second classifier, Fisher face technique, is used for reducing dimension as well and making discrimination. Then, the similarity among shapes is measured by the normalized cross correlation (NCC). The performance of our technique is evaluated onto the affine shape database and two well-known databases, the MPEG-7 shape database part B and the Kimia’s database. The experimental results illustrate that our approach gives very high retrieval efficiency over all published methods.
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1. INTRODUCTION

In computer vision area, several algorithms or computer program have been developed for artificial vision. Such a wide range of algorithms is not only utilized for computer but also robot and other machines for their artificial vision which provides an ease for life and is important for industrial applications and others.

Several properties, obtained from the objects, have been used for recognition and categorization such as shape, colour, texture, brightness, and others. Of such properties, human can easily recognize and identify a type of the objects using their geometries (shape) rather than intensities (colour, texture, brightness). That is why shape has been considered as an important visual feature and as the most promising in a system for object recognition, matching, registration, and analysis. In addition, the users are interested in retrieval by shape rather than by the others as indicated in [1].

In our previous work [2], BcC was utilized to decompose the shape contour into multi-scale levels. Then, SEA is computed at each scale level of BcC for shape representation. The algorithm has been done in the frequency domain to be invariant to starting point selection and the matching based on Principle Component Analysis (PCA) is tested for the affine shape database.

In this paper, we develop the algorithm for 2D shape matching to improve the retrieval performance using Fisher Discriminant Analysis (FDA) in the frequency domain as well. A comparison study between both classifier, PCA and FDA is done in this literature.

The paper is organized as follows: Section 2 gives a review of the previous techniques. The proposed method is introduced in section 3 followed by the feature extraction in section 4 (Boundary extraction, Barycenter contour decomposition, and Shape representation). Then, shape matching is given in section 5. Next, the experimental results are illustrated in section 6. Finally, conclusion is given in section 7.

2. PREVIOUS WORKS

Several techniques of shape matching and retrieval for 2D closed boundary shape have been developed over the past decade. Good review papers can be found in [3]. However, we focus our review on the multi-scale representations (for example curvature scale space CSS, wavelet) and the classification based on the eigen techniques [4, 5].

El Rube et al. [6] have proposed a zero crossing of the triangle area representation (TAR) at multi-scale wavelet levels (called MTAR) to construct MTAR image. First, the wavelet transform is used
for smoothing and decomposing the shape boundaries into multi-scale levels. At each scale level, then, the TAR image is computed from each three consecutive and equally apart point on the shape boundary and the corresponding Maxima-Minima lines are obtained. The matching of TAR image is based on the peaks and location of the concavity maxima in images. This scheme shows that, for the same shape, both the MTAR image and CSS image describe concavities along the contour but measure in different way. CSS method measures the curvature as the contour is smoothed by the Gaussian kernel at different scales. On the other hand, each MTAR image describes the location of the concavities using different triangle side length at a specific wavelet-smoothed scale level. For testing on the MPEG-7 dataset, the results show that MTAR image outperform CSS images based on the precision-recall curve.

N. Alajlan et al. [7] have developed a multi-scale approach for 2D closed shape matching and retrieval. In their algorithm, TAR is utilized in order to derive the multi-scale representation for 2D closed boundary shapes. Then, this triangle area normalization is made locally per scale, which is employed in the matching via dynamic programming (DP). The DP algorithm (called dynamic space warping DSW) is employed to find the best alignment between two shape representations. For the MPEG-7 CE-shape-1 database retrieval test, this method achieves high retrieval accuracy of 85.03% without corporation of the global parameters (circularity, eccentricity, aspect ratio) while combining with the global parameters, the retrieval efficiency is of 87.23%. The author also demonstrates that TAR provides useful information about shape feature such as the convexity and concavity at each boundary point. Moreover, it is robust to affine invariant and against noise and moderate amount of deformations.

M.S. Drew et al. [8] have introduced the Eigen-CSS search for shape retrieval. A new feature vector for shape representation has been created and called the marginal sum feature vector which is composed of row-sum and column-sum of the raw CSS image. Then, the PCA (called as Eigen-CSS) is used in the matching stage.

B. Wang and J.A. Bangham [9] have presented an enhanced principal component descriptor (EPCD) for shape based image retrieval. The authors have claimed that this descriptor outperforms the other descriptors including Fourier, Wavelet, and CSS descriptor.

3. THE PROPOSED METHOD

The diagram of the proposed technique for shape matching and retrieval is depicted in Fig. 1. In our algorithm, we have proposed a new multi-resolution technique to decompose shape boundary into multi-scale level, called Barycenter contour (BcC) decomposition, as detailed in section 4.2. Then, the SEA at each scale level of BeC is computed to represent shape. Mathematically, the shape is represented as 2D matrix whose column and row represent the scale level of BeC and the location index, respectively. After that, Discrete Fourier Transform (DFT) is computed for the SEA at each level to be invariant to starting point selection. In the matching stage, two frequently used classification techniques for face recognition system are utilized as classifier. They are PCA and FDA, called the Eigen Barycenter Contour (EBcC) and Fisher Barycenter Contour (FBcC) respectively in this paper. Finally, the Normalized Cross Correlation (NCC) is considered for similarity measure which is different for both conventional techniques, PCA and FDA, using Euclidian distance. This technique gives higher retrieval performance than all the published algorithms tested on the MPEG-7 database CE-1 and the Kimia’s database.

4. FEATURE EXTRACTION

In order to compute the shape representation, the features are extracted from the segmented shapes by performing three steps as follows:

4.1 Boundary Extraction

The shape boundary is extracted from the binary image by using one of the conventional techniques, for example chain code [10] and then presented into 1-D sequences of \( x(k) \) and \( y(k) \). The contour sequences are re-sampled into \( N \) points and shifted about its center point. The appropriate number of sampling points for the experiment is 128 points.

4.2 Barycenter Contour Decomposition

The BeC [11], defined in Eq. (1), is applied onto the shifted shape contour in order to obtain the different scale levels of shape boundary.

In geometry, Barycenter of a set of coordinate points is the average of this set of coordinate points. Based on this concept, the shape boundary can be decomposed into different scale levels of BcC in which the first level have been adopted from [12] and is determined from the coordinates of Barycenter of triangle composed of \((0,0), (x_i, y_i), \) and \((x_{i+1}, y_{i+1})\) as
Fig. 2: The Barycenter Contour of Bird Contour at the First Level.

Fig. 3: The Barycenter Contour of Bird Contour at the Second Level.

Fig. 4: Example of the BeC Decomposition of (a) Bird’s and (b) Device9’s Contour at Level 1, 5, 10, 20, 30, 40, and 60.

depicted in Fig. 2. The second level is determined from the coordinates of Barycenter of points \((0, 0)\), \((x_i, y_i)\), \((x_{i+1}, y_{i+1})\), and \((x_{i+2}, y_{i+2})\) as depicted in Fig. 3. Just follow this process; thus, the next level is created by adding one adjacent point more to the previous level. Mathematically, if \((\tilde{x}_i, \tilde{y}_i)\) is a coordinate of Barycenter contour where \(i \in \langle 1, N \rangle\), it is computed as:

\[
BcC(i, m) = \begin{cases} 
\tilde{x}_i = \frac{x_i + x_{i+1} + x_{i+2} + \ldots + x_{i+m}}{m+2}, & \text{if } m = 1, \ldots, \left\lfloor \frac{N-2}{2} \right\rfloor \\
\tilde{y}_i = \frac{y_i + y_{i+1} + y_{i+2} + \ldots + y_{i+m}}{m+2}, & \text{if } m = 1, \ldots, \left\lfloor \frac{N-2}{2} \right\rfloor \\
0, & \text{if } m = N-1 \\
\frac{x_i + y_{i+N-1}}{N+2}, & \text{if } m = N \\
\end{cases}
\]

(1)

where \((x_i, y_i)\) is coordinate of shifted point; \((\tilde{x}_i, \tilde{y}_i)\) is coordinate of Barycenter point; and \(m\) is level of BeC.

Fig. 4 shows the example of Barycenter contour decomposition of bird’s and device9’s contour into different scale levels.

From Fig. 5, we found that level 125 is a reverse and scale version of level 1. Thus, they look very similar and the choice of the number of scale level of BeC is constrained by the implied periodicity of the closed boundary and the scale coefficient. More specifically, for a closed contour of \(N\) points:

\[
BcC(i, m) = \begin{cases} 
\frac{-N-m}{m+2} \cdot BcC(i+m+1, N-2-m), & \text{if } m = 1, \ldots, \left\lfloor \frac{N-2}{2} \right\rfloor \\
\frac{1}{N} (x_{i+N-1}, y_{i+N-1}), & \text{if } m = N-2 \\
0, & \text{if } m = N-1 \\
\frac{1}{N+2} (x_i, y_i), & \text{if } m = N \\
\end{cases}
\]

(2)

where \(\left\lfloor \frac{N-2}{2} \right\rfloor\) is the floor value of \(\frac{N-2}{2}\) and the limit value of BeC. The first line in Eq. (2) shows the symmetry property including the scale version of BeC versus the level of BeC \(m\). Also, at \(m = N-1\), there is only one point of BeC, i.e., at point \((0, 0)\).

**Affine Transformation:** The general affine transform is mathematically defined by:

\[
\begin{align*}
    x_a &= ax + by + e \\
    y_a &= cx + dy + f
\end{align*}
\]

(3)

From Eq. (3), we can write in a matrix form as follows:

\[
\begin{bmatrix}
    x_a \\
    y_a \\
    1
\end{bmatrix} =
\begin{bmatrix}
    a & b & c \\
    d & e & f \\
    0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x \\
    y \\
    1
\end{bmatrix}
\]

(4)
Under general affine transformation, there is a written form of the transformed version of the given image under general affine transformation. By Eq. (4), we can write:

\[
\begin{bmatrix}
\tilde{x}_{a,i} \\
\tilde{y}_{a,i} \\
1
\end{bmatrix} = \frac{1}{m + 2}
\begin{bmatrix}
\tilde{x}_{a,i} \\
\tilde{y}_{a,i} \\
1
\end{bmatrix},\begin{bmatrix}
x_{a,i} & x_{a,i+1} & x_{a,i+2} & \ldots & x_{a,i+m} \\
y_{a,i} & y_{a,i+1} & y_{a,i+2} & \ldots & y_{a,i+m} \\
1 & 1 & 1 & \ldots & 1
\end{bmatrix}
\]  

By substituting Eq. (6) into Eq. (5), thus, we get:

\[
\begin{bmatrix}
\tilde{x}_{a,i} \\
\tilde{y}_{a,i} \\
1
\end{bmatrix} = \frac{1}{m + 2}
\begin{bmatrix}
a & b & c \\
c & d & f \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_{i} & x_{i+1} & x_{i+2} & \ldots & x_{i+m} \\
y_{i} & y_{i+1} & y_{i+2} & \ldots & y_{i+m} \\
1 & 1 & 1 & \ldots & 1
\end{bmatrix}
\]  

Then, we have

\[
\begin{bmatrix}
\tilde{x}_{a,i} \\
\tilde{y}_{a,i} \\
1
\end{bmatrix} = \frac{1}{m + 2}
\begin{bmatrix}
a & b & c \\
c & d & f \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_{i} & x_{i+1} & x_{i+2} & \ldots & x_{i+m} \\
y_{i} & y_{i+1} & y_{i+2} & \ldots & y_{i+m} \\
1 & 1 & 1 & \ldots & 1
\end{bmatrix}
\]  

By Eq. (8), we can conclude that BeC decomposition technique is affected by the same affine distortion when the shape is subjected by the affine transformation.

4.3 Shape Signature

The computation of the signed enclosed area signature at each scale level of BeC is taken into account as given in Eq. (9) and these features are presented into 3D format as the shape representation as shown in Fig. 6 where \(x\) is represented the sampling point location; \(y\) is represented the level of BeC; and \(z\) is represented the value of SEA and its DFT coefficients.

\[
SEA(i, m) = \frac{1}{2} (\tilde{x}_{i} \cdot \tilde{y}_{i+1} - \tilde{x}_{i+1} \cdot \tilde{y}_{i})
\]  

By the Discrete Fourier Transforms (DFT) in order to be invariant to starting point selection. Then, all the DFT coefficients at each scale level are normalized by dividing with their corresponding DC component coefficients. Finally, they are concatenated into single feature vector as a new shape representation.

5. SHAPE MATCHING

In this section, we examine two classification techniques, the Eigen Barycenter Contour (EBcC) and the Fisher Barycenter Contour, for 2D shape classification.

Let \(\{x_{1}, x_{2}, \ldots, x_{N_x}\}\) be a set of column vectors of the shape representations taking value in \(n\)-dimensional space and suppose that each shape representation belongs to one of \(C\) classes \(\{X_{1}, X_{2}, \ldots, X_{C}\}\).

5.1 Eigen Barycenter Contour

The total covariance matrix \(\text{Cov}\) can be formed by:

\[
\text{Cov} = \frac{1}{N_s} \sum_{j=1}^{N_s} (x_j - \mu) (x_j - \mu)^T
\]  

Fig. 5: The BeC of Bird Contour (a) at Level 1; (b) at Level 125; (c) A Normalization of Both Levels in Both Horizontal and Vertical Axes Where Level 125 is plotted in Reverse Direction.
where $\mu = \frac{1}{Ns} \sum_{j=1}^{Ns} x_j$ is the mean of all training sample sets.

Let $Q = [x_1 - \mu, x_2 - \mu, \ldots, x_{Ns} - \mu]$, so the total covariance can be expressed as follows:

$$\text{Cov} = \frac{1}{Ns} QQ^T \quad (11)$$

The objective is to find the projection axes which are the eigenvectors of the total covariance $\text{Cov}$. The direct finding of the eigenvectors of $\text{Cov}$ is quite expensive computation and consumes much time. To avoid the time-consuming calculation, the singular value decomposition (SVD) technique is applied. The results from SVD are the required eigenvector $U = [u_1, u_2, u_3, \ldots, u_{Ns}]$ of $\text{Cov}$ corresponding to the eigenvalue $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \ldots \geq \lambda_{Ns}$.

The optimum eigenvector $U_{opt}$ is chosen corresponding to the $r$ largest eigenvalues where the index value $r$ is calculated as the minimum index value of the ratio below:

$$\frac{\lambda_1 + \lambda_2 + \lambda_3 + \ldots + \lambda_r}{\lambda_1 + \lambda_2 + \lambda_3 + \ldots + \lambda_r + \ldots + \lambda_{Ns}} \geq 0.95 \quad (12)$$

Then we can obtain the $j^{th}$ projected feature $y_j$ from the sample $x_j$ onto the optimum eigenvector $U_{opt}$:

$$y_j = U_{opt}^T (x_j - \mu) \quad (13)$$

5.2 Fisher Barycenter Contour

This method is similar to the EBcC above for dimensionality reduction by finding the optimum projection axes. The difference between the algorithms is that the eigenvectors are found by the separated matrix derived from Fisher’s linear discriminant function instead of the covariance matrix. The separated matrices are the between-class scatter matrix $S_B$ and the within-class scatter matrix $S_W$.

Let the between-class scatter matrix be defined as:

$$S_B = \sum_{c=1}^{C} (\mu_c - \mu) (\mu_c - \mu)^T \quad (14)$$

and the within-class scatter matrix be defined as

$$S_W = \sum_{c=1}^{C} \sum_{x_j \in X_c} (x_j - \mu_c) (x_j - \mu_c)^T \quad (15)$$

where $\mu_c$ is the mean shape representation of class $X_c$.

The objective is to find the optimum projection axes $W_{opt}$ which maximizes the Fisher’s ratio below:

$$J(W) = \frac{W^T S_B W}{W^T S_W W} \quad (16)$$

The solution of finding the maximum value of the Fisher’s ratio is the eigenvectors of the matrix $S_W^{-1} S_B$.

Due to very expensive computation of directly finding the eigenvector from $S_W^{-1} S_B$ matrix with too large dimensional space, the result of the projected vectors from EBcC are applied to FBcC. So the eigenvectors from $S_W^{-1}_{W(EBcC)} S_B(EBcC)$ are obtained.
The top eigenvectors are selected corresponding to the \((C−1)\) largest eigenvalues of that matrix. A new projected feature \(z_j\) of the given feature \(x_j\) is computed as follows:

\[
z_j = W_{opt}^T U_{opt}^T (x_j - \mu) \tag{17}
\]

### 5.3 Similarity measure

The similarity between the unknown shape (query shape) \(s_{\text{unknown}}\) and all shapes in the database \(s_j\) is measured by the normalized cross correlation value computed as follows:

\[
\frac{s_{\text{unknown}} \cdot s_j}{\|s_{\text{unknown}}\| \|s_j\|} \tag{18}
\]

Then, these values are ranked in decreasing order in which the most similar shape corresponds to the highest value of the normalized cross correlation.

### 6. EXPERIMENT AND RESULTS

The performance of our algorithm is demonstrated using three different databases, the affine shape database, the MPEG-7 CE-shape-1 part B and the Kimia’s database. For the shape matching and retrieval test, all shapes in the database are used as the test query.

The retrieval performances of our method are assessed using the precision-recall curves, where the precision value at a certain recall is the average of the precision value of all database shapes at that recall. The precision and recall can be defined by:

\[
\text{Precision} = \frac{\text{Number of retrieved relevant shape}}{\text{Total number of retrieved shape}} \tag{19}
\]

\[
\text{Recall} = \frac{\text{Number of retrieved relevant shape}}{\text{Total number of relevant shape}} \tag{20}
\]

### 6.1 Affine Shape Database

The affine invariant shape database [2, 11] consists of 40 categories of shapes chosen from MPEG-7 contour shape database CE-1. Each category has 14 different distorted shapes including the original shape. So there are in total 560 affine distorted shapes in this database. The sample shape in each class and the sample of affine distorted shape for class butterfly is shown in Fig. 7 and Fig. 8, respectively.

The retrieval performance is assessed by the precision-recall curve as depicted in Fig. 9. We found that the FBcC method outperforms the EBcC method for both cases. For the square of SEA signature in frequency domain have been done better than the SEA signature in frequency domain classified by FBcC method, but in contrast with EBcC method.

### 6.2 MPEG-7 Database CE-Shape-1

The MPEG-7 CE-shape-1 database has been widely used for shape matching and retrieval. It consists of 1400 images classified into 70 classes and contains a mixture of natural and artificial objects under various rigid and non-rigid deformations. The sample shape of each class in MPEG-7 database is shown in Fig. 10.

The retrieval performance is assessed by the precision-recall curve as depicted in Fig. 11. We found that the FBcC method outperforms the EBcC method.

Additionally, we use the standard test called Bulls-eye test for the evaluation in which each shape are used as the test query. Retrieval is counted as correct if it is in the same class as the query. The number of correct retrievals in the top of 40 ranks is counted, including the self-match (which corresponds to the first rank). Retrieval rate for each method is reported as a ratio of the number of correct retrievals to the maximum possible number of correct retrievals, i.e. 2800 (1400 shapes * 20 correct retrievals). We have compared our results with the published results by the MPEG-7 database. Table 1 lists the Bullseye rate of some exiting techniques such as the Accurate Retrieval based on Phase (WARP) [13], shape similarity measure based on correspondence of Visual Parts (VP) [14], Curve Edit Distance (CED) [15], Curvature Scale Space (CSS) [16], Beam Angle Statistics (BAS) [17], Multi-scale Convexity Concavity representation (MCC) [18], In-

---

Fig.7: The Sample Shape in Each Class of the Affine Shape Database.

Fig.8: Sample of Affine Distorted Shape of Class Butterfly

---

Table 1: Bullseye rate of some exiting techniques.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Bullseye Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate Retrieval based on Phase (WARP)</td>
<td>2800</td>
</tr>
<tr>
<td>Shape similarity measure based on correspondence of Visual Parts (VP)</td>
<td>2800</td>
</tr>
<tr>
<td>Curve Edit Distance (CED)</td>
<td>2800</td>
</tr>
<tr>
<td>Curvature Scale Space (CSS)</td>
<td>2800</td>
</tr>
<tr>
<td>Beam Angle Statistics (BAS)</td>
<td>2800</td>
</tr>
<tr>
<td>Multi-scale Convexity Concavity representation (MCC)</td>
<td>2800</td>
</tr>
</tbody>
</table>
The PR Curve of EBcC and FBcC Methods Tested for the Affine Shape Database.

The Sample Shape in Each Class of the MPEG-7 Database CE-shape-1 Part B.

Table 1: Comparison of the Bullseye Test for Different Algorithms on the MPEG-7 database

<table>
<thead>
<tr>
<th>Methods</th>
<th>Retrieval Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WARP [13]</td>
<td>58.50</td>
</tr>
<tr>
<td>VP [14]</td>
<td>76.45</td>
</tr>
<tr>
<td>CED [15]</td>
<td>78.17</td>
</tr>
<tr>
<td>CSS [16]</td>
<td>81.12</td>
</tr>
<tr>
<td>BAS [17]</td>
<td>82.37</td>
</tr>
<tr>
<td>MCC [18]</td>
<td>84.93</td>
</tr>
<tr>
<td>IDSC + DP [19]</td>
<td>85.40</td>
</tr>
<tr>
<td>Symbolic Representation [20]</td>
<td>85.92</td>
</tr>
<tr>
<td>DSW + Global [7]</td>
<td>87.23</td>
</tr>
<tr>
<td>Shape tree [21]</td>
<td>87.70</td>
</tr>
<tr>
<td>Contour Flexibility [22]</td>
<td>89.31</td>
</tr>
<tr>
<td>EBcC + SEA Spectrum</td>
<td>66.50</td>
</tr>
<tr>
<td>EBcC + (SEA)$^2$ Spectrum</td>
<td>72.42</td>
</tr>
<tr>
<td>FBcC + SEA Spectrum</td>
<td>89.60</td>
</tr>
<tr>
<td>FBcC + (SEA)$^2$ Spectrum</td>
<td>98.62</td>
</tr>
</tbody>
</table>

‘hat’ is the lowest one, around 73%.

6.3 Kimia’s Database

This database consists of 99 shapes from nine categories in which most of shapes are partially occluded. All the shapes in this database are shown in Fig. 13.

The precision-recall curve in Fig. 14 shows that the retrieval performance using the FBcC technique is better than that using the EBcC technique for both representations. A comparison of performances between different algorithms is summarized in Table 2, showing the correct retrievals from the top 10 closest match. Notice that the maximum number of correctness for each category is 99. We found that the EBcC method can retrieve in 10 cases of 735 shapes which is low performance comparing with other algorithms. However, the FBcC method achieves a good result of 100% when the spectrum of the squared SEA signature is utilized as the representation.
Fig. 12: The Retrieval Accuracy for Each Class of the MPEG-7 Database Using FBcC + (SEA)² Spectrum

Table 2: Comparison of the Retrieval Rate for Different Algorithms on Kimia’s Database

<table>
<thead>
<tr>
<th>Methods</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape context [23]</td>
<td>97</td>
<td>91</td>
<td>88</td>
<td>85</td>
<td>84</td>
<td>77</td>
<td>75</td>
<td>66</td>
<td>56</td>
<td>37</td>
<td>756</td>
</tr>
<tr>
<td>MDS+SC+DP [19]</td>
<td>99</td>
<td>98</td>
<td>98</td>
<td>98</td>
<td>97</td>
<td>99</td>
<td>97</td>
<td>96</td>
<td>97</td>
<td>85</td>
<td>964</td>
</tr>
<tr>
<td>EBcC + SEA Spectrum</td>
<td>99</td>
<td>94</td>
<td>87</td>
<td>82</td>
<td>76</td>
<td>73</td>
<td>65</td>
<td>60</td>
<td>54</td>
<td>45</td>
<td>735</td>
</tr>
<tr>
<td>EBcC + (SEA)² Spectrum</td>
<td>99</td>
<td>94</td>
<td>94</td>
<td>92</td>
<td>82</td>
<td>84</td>
<td>82</td>
<td>77</td>
<td>67</td>
<td>57</td>
<td>828</td>
</tr>
<tr>
<td>FBcC + SEA Spectrum</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>97</td>
<td>98</td>
<td>98</td>
<td>95</td>
<td>97</td>
<td>94</td>
<td>975</td>
</tr>
<tr>
<td>FBcC + (SEA)² Spectrum</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>990</td>
</tr>
</tbody>
</table>

Fig. 13: All Shapes in the Kimia’s Database.

7. CONCLUSION

We present the technique for 2D closed boundary shape matching and retrieval using Eigen Barycenter Contour (EBcC) and Fisher Barycenter Contour (FBcC).

The proposed algorithm is robust to affine transformation including translation, rotation, scale and shear. In our algorithm, the BcC decomposition has been employed for decomposing the shape into multiscale levels in order to reduce the noise and small boundary distortion.

Because of the high dimensionality of data, two classification techniques, EBcC and FBcC, are used for dimensionality reduction. The results show that the retrieval accuracy experimented by EBcC technique is acceptable over three databases. While using FBcC technique, it does not only outperform the EBcC method but also achieves high retrieval rate over the existing methods, based on the Bullseye test, which is tested on the two well-known database, the MPEG-7 database and the Kimia’s database. Furthermore, the performance of our algorithm has been
improved using only the spectrum of the squared SEA signature as the shape representation which is different from the algorithm in [7] using the global parameters (circularity, eccentricity, aspect ratio) to improve their performance.
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