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ABSTRACT

Automatic application of refactoring techniques can help developer save effort in removing bad smells from their code which improves software maintainability. To automatically remove long method bad smell, which is one of the most serious bad smells, we need an automatic application of six refactoring techniques. However, only one refactoring technique “Extract Method” can be automated. In this research, we propose an algorithm to identify code locations which will be extracted for creating a query method. We create a program dependence graph from the code with a long method bad smell and use a technique of program slicing to identify the code of a query method to replace a temporary variable. This is the most important step towards an automatic application of refactoring technique “replace temp with query”. We conducted an experiment to compare the correctness of refactored code between using our algorithm and using IntelliJ IDEA that is a java integrated development environment (IDE) with a feature of automatic refactoring. The result confirmed that our proposed algorithm can identify codes to form a query method for replacing a temporary variable in a long method with higher accuracy than IntelliJ IDEA almost three times.
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1. INTRODUCTION

During developing an object-oriented program, developers often find evidences of bad smells in the code. However, they typically do not have time or are afraid to change the code to eliminate bad smells since changing code might affect the accuracy of other code sections. Bad smells remaining in the code may cause the problem in application development such as decreased software maintainability.

Samples of bad smell often appeared are code duplication, large class and long method. In particular, long method bad smell, which is a method with many statements, too many temporal variables or a long list of parameters, often causes other subsequent bad smells and has a significant impact on software maintainability [1].

Martin Fowler [2] proposed six refactoring techniques: extract method, replace temp with query, introduce parameter object, preserve whole object, decompose conditional and replace method with method object for removing long method bad smell. So far, only the technique of extract method can be automatically applied for removing long method bad smell [3]. No algorithm has been proposed to automatically remove long method with the other five techniques. Consequently, at present we cannot automatically eliminate long method bad smell with existing research work. In this paper, we propose an algorithm for automatic replacement of a temporary variable with a query method. This makes our approach to automatic removing long method bad smell unique comparing to the existing methods.

The technique of replace temp with query is to eliminate unnecessary defined temporary variable from the code by replacing it with a query method. The five steps in the process of replacing temporary variables with query methods are as follows:

1. Identifying a temporary variable suitable to be replaced with query method.
2. Identifying locations of codes which will be extracted for creating a query method.
3. Creating a query method.
4. Locating temporary variable to be replaced by the query method.
5. Replacing temporary variable with the query method.

In this research, we propose an algorithm to perform step 2. We use our previous research works [4, 5] to identify suitable temporary variables to be replaced with query method. Section 2 explains the background concepts required to understand our algorithm such as the technique of replace temp with...
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query, program dependence graph and program slicing technique used in our algorithm. Section 3 presents some research works related to our research. Section 4 presents our algorithm to identify codes which will be extracted and formed as query method. Section 5 shows the experiment result of applying our algorithm to different cases. We compare the correctness of refactoring using our algorithm with the one obtained using IntelliJ IDEA - a Java IDE from JetBrains which offers a possibility to apply replace temp with query technique.

2. BACKGROUND

This section explains the detail of refactoring technique of replace temp with query and reviews program dependence graph (PDG) and program slicing technique which will be used in our algorithm.

2.1 Replace Temp with Query

From the introduction section, the refactoring technique which helps to remove unnecessary temporary variables in a long method is replace temp with query. This refactoring technique is selected when a temporary variable is assigned once in an expression (except 'if' block and 'switch' block) and be used in computation or predicate. To apply replace temp with query, there are four steps: 1) identify temporary variable, 2) identify locations of code which will be extracted for creating a query method, 3) identify occurrences of temporary variable to be replaced with query method and 4) refactor code by applying this refactoring.

2.2 Program Dependence Graph

Program dependence graph or PDG was proposed by Ferrante et al. for representation of control and data flow between operations of a procedure [6]. PDG is a graph whose node represents a statement or predicate expression and has two types of edge: control dependence edge and data dependence edge. Control dependence edge represents a statement sequence which depends on a control condition. For example, there is one control dependence edge linking a control statement, such as ‘if-else’, ‘while’, ‘for’, with each statement inside the block of that control statement. Data dependence edge represents flow of data dependence between statements.

In this paper, our method uses PDG to analyze program structure.

2.3 Program Slicing

A slice of program, developed by Weiser [7], is a program point P and a set of program variable V of all statements and predicates in the program that may affect the values in V at P. Weiser used the CFG and DFG analysis for slicing. [8, 9] proposed techniques using PDG for slicing. There are three techniques of program slicing: backward slicing, forward slicing and chop slicing. First, the backward slice at program point p is the program subset that may affect p and compute backward reachability in the PDG from node p. Second, the forward slice at program point p is the program subset that may be affected by p and computed forward reachability in the PDG from node p. Lastly, the chop between program point p and q is the program subset that may be affected by p and that may affect q and computed between point p and q to identify all paths between p and q.

For a selected statement, forward slicing is to analyze on which statements it has an impact. While backward slicing is to analyze from which statements a selected statement is affected. Chop slicing makes a union of the output from forward and backward slicing.

To understand how to do forward slicing, we use a sample code in Fig. 1 and demonstrate forward slicing of this statement: “double basePrice = _quantity*_itemPrice”. The output set of the statements from forward slicing contains four statements:

\[
\text{double basePrice} = \text{quantity}\times\text{itemPrice};
\]

If (basePrice>1000), return basePrice*0.95;
return basePrice*0.98;

To understand how to do backward slicing, we use an example code and perform backward slicing on this statement: “return basePrice*0.98;”. The output set of the statements from backward slicing is

\[
\text{double basePrice} = \text{quantity}\times\text{itemPrice};
\]

If (basePrice>1000), return basePrice*0.98;

since the value of the selected statement “basePrice*0.98” depends on the statements in the output set.

To do chop slicing, we select two statements, one for doing forward slicing and another one for backward slicing. For example, the output set of chop slicing of forward slicing “double basePrice = _quantity*_itemPrice;” and backward slicing “return basePrice*0.98;” is a union set of output sets of forward slicing and backward slicing that is

\[
\text{double basePrice} = \text{quantity}\times\text{itemPrice};
\]

If (basePrice>1000), return basePrice*0.95;
return basePrice*0.98;

In this paper, we use backward slicing and forward slicing techniques to identify code locations which will be extracted to form a new query method.
3. RELATED WORKS

Steps of refactoring application using replace temp with query technique are similar to the steps of extract method technique but focusing on eliminating unnecessary temporary variables.

Maruyama proposes a mechanism that separates new methods from existing methods of object-oriented programs by using block-based slicing [10]. This mechanism indicates only variable of interest in the code. However, this mechanism does not consider calling and called methods. A side effect may occur in a new method which, consequently, violates condition of behaviour preservation.

Yang, Lui and Niu proposed an approach to recommend code fragments to be extracted from the body of a long method [11]. Their approach does not consider a side effect of a code fragment to be extracted. In some cases, a statement with a side effect should be extracted and sometimes it should not.

Tsantalis and Chatzigeorgiou proposed an approach that automatically identified extract method refactoring opportunities [3, 12]. This approach uses the union of static slice for extracting the complete computation of a given variable declared inside a method. Their approach also proposes a set of rules that preserves the code behaviour after slice extraction and prevents the code duplication. Based on their approach, they implemented a tool named JDeodorant which claimed to be able to remove long method bad smell but they can automatically apply only one refactoring technique named extract method. This is not enough to completely remove long method bad smells which required other refactoring techniques such as replace temporary variable with a query method to be applied.

In this paper, our method uses PDG for analyzing program structure and program slicing for identifying code location.

4. METHODOLOGY

Given a temporary variable suitable to be replaced with query technique in a long method, our proposed algorithm will identify the statements to be extracted and formed as a query method by using program slicing technique. We analyze the relationship between the statements by using three program slicing techniques in combination such as forward slicing, backward slicing, and chop slicing.

4.1 Steps of the Proposed Methodology

We use a sample code with a long method bad smell as an input to our algorithm. A temporary variable to be replaced with query method is identified and selected. We obtain a result set which contains all statements forming a query method. Our algorithm for identifying locations of code which will be extracted to form a query method has four steps.

1. Create program dependence graph from code

   This purpose of this step is to create a program dependence graph (PDG) from code which contains our temporary variable to be replaced with query method.

2. Add assignment statements which use the temporary variable to be replaced to the result set

   This purpose of this step is to add an assignment statement of the temporary variable to be replaced to the result set. In addition, we perform forward traversal in the data flow graph starting from the node of the assignment statement. During forward traversal, we add every visited statement node to the result set except the statement satisfying one of these conditions:
   a) statement which uses that temporary variable in a computation, called Computation Use statement (CU statement).
   b) statement which returns a value of that temporary variable.
   c) statement which uses that temporary variable in a boolean expression, called Predicate Use statement (PU statement).

3. Include preceding statements of the assignment statements obtained in step 2 to the result set

   Since we cannot include only assignment statements in the result set, we must also include their preceding statements. For each statement in the result set, we perform backward traversal in the control flow graph. During backward traversal, we add every visited statement during backward traversal to the result set.

4. Include statements which initialize variables used by the statements in the result set.

   In the last step, we must include all statements that initialize the variables used by the statements in the result set. Therefore, we initialize a list with all statements in the result set which contains at least one temporary variable but no statement in the result set initializes its value. For each statement node in the newly created list, we perform backward traversal from that node by following data dependence edge and add every visited statement node to that list. Finally, we add all elements in the list to the result set and repeat step 4 until no statement node in the result set satisfies the condition for being added to the list.

4.2 A Case Study

To illustrate our algorithm, we will show how to apply it to identify the codes of query method which will be used for replacing a temporary variable “renterPoints” in a long method “statement()”. This
example is based on an example in the book of Martin Fowler [2]. The temporary variable “renterPoints” is shown as a yellow rectangle in Fig. 2. In step 1, we create a program dependence graph of long method “statement ( )” as shown in Fig 2. At the right hand side of the figure marked by CDE, we show the control dependence edges and control flow graph of method “statement( )” while at the left hand side marked by DDE, we show the data dependence edges and data flow graph of the method.

Step 2, we find all assignment statements of “renterPoints” by forward slicing following data dependence edge. At the beginning, we add the assignment statement of the temporary variable “renterPoints” to the result set. Therefore, the result set is {int renterPoints =0;}. Due to limited space, we indicate the line numbers of code as elements of the result set instead of writing the complete statements. As the line number of the assignment statement is 2 so the result set is now [2]. We add all visited statements obtained by performing forward traversal from statement number 2 and following data dependence edges. As there are two data dependence edges linking: node 2 to nodes 9 and 10 shown as green edges in Fig. 3, therefore we add nodes 9 and 10 to the result set and it becomes [2, 9, 10].

**Fig.2:** Program Dependence Graph of the long method “statement”.

No condition for removing statements after forward traversal which is mentioned in step 2 is satisfied, so the result set remains unchanged. Next, we repeat step 2 with nodes 9 and 10 shown as green edge in Fig. 4. Only a new node 14 is likely to be added but as it satisfies the condition a) of step 2 since it is a DU statement for a variable “result” and a CU statement for the variable ”renterPoints”, therefore we do not add it to the result set. The result set still remains [2, 9, 10].

Step 3, we include not only assignments in the result set but also their preceding statements. For example, if we include “if statement” we should also include “while statement” since “if statement” is under the scope of “while statement”. Therefore, we perform backward traversal from the statement node 2 by following control dependence edges. There is a control dependence edge from node 2 back to the Entry node which will be ignored. The result set still remains [2, 9, 10]. We continue the step with the statement node 9 which has a control dependence edge back to statement node 8 (shown as black edge in Fig. 5) so the result set becomes [2, 9, 10, 8]. We repeat with all elements and we get node 5 (shown as black edge in Fig. 5) added in the result set. In brief, we obtain [2, 9, 10, 8, 5] as the result set.
Step 4, we must include all statements that initialize the variables used by the statements in the result set. In our example, we consider all statements in the result set \( \{2, 9, 10, 8, 5\} \), we create a new list with statement nodes 5 and 8 since the statement nodes 5 and 8 contain the temporary variables “rentals” and “each” respectively shown as blue rectangles in Fig. 6 and no statement in the result set initializes value of these variables. We start performing backward traversal from statement node 5. There is a data dependence edge from statement node 5 back to statement node 3 shown as yellow edge in Fig. 7, so we add statement node 3 to the list: \( \{5, 8, 3\} \). We continue the step with statement node 8 and add statement node 6 shown as purple edge in Fig. 8 to the list: \( \{5, 8, 3, 6\} \). We add all elements of the second result set to the result set and obtain \( \{2, 3, 5, 6, 8, 9, 10\} \) as the result set. We repeat the step 4 but no statement satisfies the condition required for step 4, therefore our algorithm ends and returns the result as \( \{2, 3, 5, 6, 8, 9, 10\} \).

We extract statements with the number indicated by the result set to form body of the query method as shown in Fig. 9. We create a new query method named “getRenterPoint( )” with the statements identified by our algorithm and we replace the temporary variable “renterPoints” with this query method. In the body of this query method, we generate the number of statement node appeared in PDG to show which statements we extracted to from the body of method.

5. EXPERIMENTATION

We perform an experiment to evaluate if our algorithm can correctly identify temporary variable to be replaced with query method in different cases and can identify the correct set of codes to be extracted and formed as a query method. We use 8 java code samples each of which contains a temporary variable to be replaced with query method. These samples are from different sources such as refactoring book [2], research papers [4, 5, 10, 13] and web sites that teach refactoring techniques [14]. Each sample has a code before and after refactoring was applied which allows us to evaluate if our algorithm can correctly identify the codes to be extracted and formed as query method. The java code samples can be classified into eight cases as shown in Table 1: case 1 where in a long method there exists a temporary variable declared as a substitution of a read-only expression,

```java
while (rentals.hasMoreElements()) {
    Renter each = (Renter) rentals.nextElement();
    double thisAmount = each.getCharge();
    if (getMovie().getPriceCode() == Movie.NEW RELEASE) {
        double amount = thisAmount;
        totalAmount += amount;
        eachPoints += amount;
    } else {
        renterPoints += amount;
    }
}
```

```java
getRenterPoint();
```
case 3 where in a long method there exists a temporary variable declared as a constant whose value is defined by selection statement such as ‘if-else’.

case 4 where in a long method there exists a temporary variable used in a switch statement,

case 5 where in a long method there exists a temporary variable used as an accumulative variable in a for loop and used outside for loop.

case 6 where in a long method there exists a temporary variable used as an accumulative variable in a ‘while’ loop and used outside ‘while’ loop.

case 7 where in a long method there exists a temporary variable used for a calculation in a while loop with an ‘if-statement’ nested inside the ‘while’ loop and used outside ‘while’ loop.

case 8 where in a long method there exists a temporary variable declared in term of method invocations.

We compare performance of our algorithm with IntelliJ IDEA that is a Java integrated development environment (IDE) with a feature of automatic refactoring. IntelliJ IDEA claimed to be able to automatically identify and refactor code with “replace temp with query” technique. For each case, we apply our algorithm to determine if our algorithm can identify temporary variable to be replaced with a query method as well as a set of codes to be extracted and formed as a query method. We perform the same process using IntelliJ IDEA.

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Reference</th>
<th>Fig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[2]</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>[4,5]</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>[2]</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>[2]</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>[13]</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>[2]</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>[10]</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>[14]</td>
<td>15</td>
</tr>
</tbody>
</table>

5.1 Correctness of Identifying Temporary Variable to be Replaced

We evaluate the performance of our algorithm and IntelliJ IDEA in identifying a temporary variable to be replaced with a query method in terms of whether
it can identify codes to be extracted and formed as a query method. The correctness of identifying temporary variable to be replaced obtained by running our proposed algorithm and IntelliJ IDEA with eight cases are shown in column “Correctness of identifying a temporary variable to be replaced” in Table 2.

For example, case 7 of the experiment is an example illustrated in section IV. Set of the extracted statements for this case is \( \{2, 3, 5, 6, 8, 9, 10\} \). Our proposed algorithm can correctly identify codes to be extracted shown as a symbol \( \checkmark \) in the column “Correctness of identifying a temporary variable to be replaced” in Table 2 while IntelliJ IDEA cannot identify them but shows an error message that is “cannot perform refactoring, variable “totalAmount” is accessed for writing”. Therefore, \( \bullet \) is marked in the column “Correctness of identifying a temporary variable to be replaced” in Table 2.

The result of the experiment shows that our proposed algorithm can identify temporary variable to be replaced for all cases while IntelliJ IDEA can identify correctly only three cases (case 1, 2 and 8). In some cases (cases 4, 5, 6, 7) where it cannot identify the temporary variable, IntelliJ IDEA shows error message but in some cases (case 3) it does not show any error message such as in the case of selection statement.

5.2 Correctness of Codes to be Extracted and Formed as a Query Method

For each case, we compare set of code locations identified by our algorithm with code after refactoring provided by the source where we collect the code sample. If the set of codes corresponds completely to the codes after refactoring, we consider the correctness of algorithm is 100% otherwise we consider it as incorrect. For 8 cases, we compare the codes to be extracted which are suggested by our algorithm with the result of refactoring using IntelliJ IDEA. The results are shown in the column “Correctness of Codes to be extracted and formed as a query method” in Table 2. Our algorithm can correctly identify codes to form a query method in all cases while IntelliJ IDEA can do it correctly only in three cases (case 1, 2 and 8).
**Table 2: The Comparison of Correctness Percentage of Proposed Algorithm and IntelliJ IDEA.**

<table>
<thead>
<tr>
<th>Case</th>
<th>Proposed Algorithm</th>
<th>IntelliJ IDEA</th>
<th>Proposed Algorithm</th>
<th>IntelliJ IDEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓</td>
<td>✓</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>3</td>
<td>✓</td>
<td>X</td>
<td>100%</td>
<td>Incorrect</td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>X</td>
<td>100%</td>
<td>Incorrect</td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td>X</td>
<td>100%</td>
<td>Incorrect</td>
</tr>
<tr>
<td>6</td>
<td>✓</td>
<td>✓</td>
<td>100%</td>
<td>Incorrect</td>
</tr>
<tr>
<td>7</td>
<td>✓</td>
<td>X</td>
<td>100%</td>
<td>Incorrect</td>
</tr>
<tr>
<td>8</td>
<td>✓</td>
<td>✓</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Note:  
✓ — can identify temporary variable to be replaced.  
X — cannot identify temporary variable to be replaced.  
- — cannot identify temporary variable and does not show error message.  
b — cannot identify temporary variable but shows error message.

In summary, based on the experiment result, we can conclude that our proposed algorithm can identify codes of query method to replace temporary variable more accurately than IntelliJ IDEA almost three times (the ratio between the correctness percentage of our proposed algorithm and correctness percentage of IntelliJ IDEA - 8:3 = 2.67 ≈ 3). In some cases where there exist temporary variables inside a statement such as loop statement or selection statement, our approach can identify temporary variables to be replaced and codes of query method to replace temporary variable more accurately than using IntelliJ IDEA.

**6. CONCLUSION**

This paper proposes an algorithm to identify locations of codes for creating query method and focuses on the first step required for automatic application of refactoring technique “replace temp with query”. Our proposed algorithm uses program dependence graph and two slicing techniques: forward slicing by following data dependence edge and backward slicing by following control dependence edge.

We conducted an experiment with eight cases of java code to compare the correctness percentage between our algorithm and IntelliJ IDEA. The cases cover all statement types such as selection with ‘if-else’ or ‘switch’, loop with ‘for’ or ‘while’. The experiment result shows that our proposed algorithm can identify codes to form a query method for replacing a temporary variable in a long method more correctly than IntelliJ IDEA almost three times. While IntelliJ IDEA cannot refactor the code with the refactoring technique “replace temp with query” in cases of code with selection or loop statements.

For our future work, we plan to develop an algorithm for the remaining steps so that we can completely automate the application of refactoring “replace temp with query method”. We also plan to evaluate the performance of our approach in terms of processing time and apply our algorithm with more cases. Moreover, we plan to implement our algorithm for this refactoring as an Eclipse plug-in.
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