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ABSTRACT

In order to obtain a low computational cost method (or rough classification) for automatic handwritten characters recognition, this paper proposes a combined system of two feature representation methods based on a vector field: one is autocorrelation matrix, and another is a low frequency Fourier expansion. In each method, the similarity is defined as a weighted sum of the squared values of the inner product between input pattern feature vector and the reference pattern ones that are normalized eigenvectors of KL (Karhunen-Loeve) expansion. This paper also describes a way of deciding the weight coefficients using a simple linear regression model, and shows the effectiveness of the proposed method by illustrating some experimentation results for 3036 categories of handwritten Japanese characters.

Keywords: Handwritten Characters Recognition, Feature Extraction, Vector Field, Fourier Transform

1. INTRODUCTION

Since there are very many kinds of categories (or pattern classes) in Japanese characters (Hiragana and Chinese characters) and so there are many similar patterns in those characters, it needs much computational cost, i.e., computing time and memory storage, to automatically recognize those handwritten character patterns at high correct recognition rate.

For this problem, many researches have been done in recent years [1]-[14]. Some of those researches are focusing how to define the similarity function (or distance function) that effectively discriminates the similar patterns, using a modification of Mahalanobis distance or so [2]-[5]. Some are devising ways how to absorb the error like deformation variations that appear with common tendency in handwritten character patterns [6]-[9]. And some are applying neural network technology to this kind of characters recognition as a large-scale perceptual problem, such as exclusive learning network (ELNET) [12], multilayer perceptron [13], and large circuit network (LSNN) [14].

However, we consider that they still require considerably high computation cost for the automated recognition of all Japanese handwritten characters. So, in order to obtain a low cost recognition system with high accuracy, we think we still have to pursue simple and efficient rough classification based on more effective feature extraction and similarity measure.

In this paper, we propose a recognition method using a vector field as an rough classification one, aiming to effectively obtain the feature information on directions of character lines and their juxtaposition situation and so on [10], [11], [17]. The field is a two dimensional gradient vector field like a static electric field, which is constructed from a binarized input pattern by distance transform [15], [16].

Based on feature points in the vector field, we present two rough classification methods that depend on different representations for the distribution of feature points vectors: one is an autocorrelation matrix and another Fourier expansion on low frequency domain that can be interpreted as a complex-valued function. In each of the methods, the representation is expressed as a high dimensional vector, and the similarity is defined as a weighted sum of the squared values of the inner product between input pattern and the reference patterns that are eigenvectors of KL (Karhunen-Loeve) expansion.

This paper also describes a way of deciding the weight coefficients based on simple linear regression. And, it shows the effectiveness of the proposed combined method by giving the experimental results that the correct recognition rate is 99.81% for learned samples (50 patterns/category) and 92.10% for unknown samples (150 patterns/category) in 3036 categories of handwritten Japanese characters (including Hiragana) using ETL9B (Electro Technical Laboratory in Japan) data.

Although we use the simple linear regression model for decision of weight coefficients in similarity, we find that it causes almost the same improvement as in the case of using neural network [12].
2. FEATURE EXTRACTION

2.1 Vector Field

After a distance transformation is done for the binarized input pattern (Fig.1), and two-dimensional vector field is constructed by (1), where each vector corresponds to the gradient of the distance distribution at each point $P$, as shown in Fig. 2.

Let $T(P)$ and $V(P)$ be the value of distance transformation and two-dimensional vector at the point $P$, respectively. The $V(P)$ is defined as follows.

$$V(p) = \sum_{i=1}^{8} \left\{ T(P) - T(Q_i) \right\} \cdot e_i \quad (1)$$

where, $Q_i$ ($1 \leq i \leq 8$) shows each point of the eight neighborhood of point $P$, and $e_i$ shows a unit length vector in the direction from the point $P$ to $Q_i$.

2.2 Normalization and Divergence

The length of each vector on the field is normalized to be one or zero by a threshold. By divergence operation on the field, source points and sink points can be extracted as feature points. Those are called “flow-out point” and “flow-in point”, respectively.

Then at the same time, feature point vectors are obtained (Fig. 3), which are vectors on the source points and sink points, what we call “flow-out point vectors” and “flow-in point vectors”, respectively in the same manner to the above naming.

As a characteristic property of the feature point’s vector field, flow-out and flow-in point vectors are located on the character lines (or strokes) and the background, respectively. They show not only the directional information on the strokes but also the juxtaposition situation of those strokes.

3. REPRESENTATION AND SIMILARITY

After the construction of the above feature points vector field, a combined method of two rough classifications is performed. The two classifications are based on different expressions of feature point’s vector field: one is Autocorrelation Matrix Representation Method (AMRM) and another Fourier expansion in low frequency domain method (shortly we call Low Frequency Domain Method (LFDM)).

3.1 Autocorrelation Matrix Representation Method (AMRM)

The neighborhood vector pattern $X$ of a feature point vector, i.e., 2-dimensional vectors on $3 \times 3$ points centering the feature point, can be represented as a 9-dimensional complex vector in which each complex-valued component means 2-dimensional vector. So, the $X$ can also be regarded as an 18-dimensional real vector. In order to express the neighborhood pattern $X$ effectively, we use an orthonormal (orthogonal and normalized) system that can be made from a set of nine typical neighborhood patterns by the well-known KL (Karhunen-Loeve) expansion. Actually, a set of five orthonormal bases (or patterns) $\{\mu_i\}$ ($i=1, \ldots, 5$) is obtained by the KL expansion.

Then, we can represent the neighborhood vector pattern $X$ of a feature point $P$ as the following 9-dimensional real vector $\chi(P)$, using the coordinate $(i, j)$ of the point $P$ and a set of the real-valued inner products between the neighborhood pattern and each basis of the above orthonormal system, i.e., $\{(X|\mu_i)\}$. 

\( \chi(p) = \left( i, j, \frac{1}{n} \sum_{k=1}^{n} g(k,j), \frac{1}{n} \sum_{k=1}^{n} g(i,k), \langle X|\mu_1\rangle, \ldots, \langle X|\mu_5\rangle \right)^T \) \tag{2}

\( g(i,j) = \begin{cases} 1 & \text{if coordinate } (i,j) \text{ is a feature point.} \\ 0 & \text{otherwise} \end{cases} \)

where \( \frac{1}{n} \sum_{k=1}^{n} g(k,j), \frac{1}{n} \sum_{k=1}^{n} g(i,k) \) means the frequency of feature points in each \( i \) direction (i.e., horizontal row) and \( j \) direction (i.e., vertical column), respectively, and \( n \) shows a size of the both side of image.

A set of \( \{\chi(P)\} \) is extracted from the feature point vector field. Then, we express the distribution of the set of \( \{\chi(P)\} \) in the 9-dimensional real vector space by an autocorrelation matrix in \( 9 \times 9 \) size. Because the matrix is symmetric, it can be corresponded to a 45-dimensional real vector.

### 3.2 Low Frequency Domain Method (LFDM)

As another representation, Fourier expansion on the low frequency domain is used after the Fourier transform over the feature point vector field. The Fourier transform is described as follows. Let \( x \) and \( \omega \) be two 2-dimensional real positional vectors on a real plane and the frequency domain, respectively. The Fourier transform \( F(\omega) \) of the input pattern or complex-valued function \( f(x) \) is defined in the following (3).

\[
F(\omega) = \int_{\mathbb{R}^2} f(x) e^{-j(\omega \cdot x)} d\mu(x) \tag{3}
\]

where \( j \) and \( d\mu(x) \) mean an imaginary number unit and an area element, respectively.

For example of the Fourier transform, a character pattern and its amplitude spectrum image on the frequency domain are shown in Fig. 4. In this figure, we can see that much information of the input pattern is in the low frequency domain (near the center of the image).

Actually, as a feature representation of input pattern, we use the information on \( 10 \times 10 \) points around the original point in the frequency domain of the Fourier transform from the feature point vector field. Therefore, an input pattern is corresponded to a 100-dimensional complex vector.

### 3.3 Reference Pattern and Similarity

As aforementioned, an input pattern is represented as a correspondent feature vector in each of the two classification methods. Then, some vectors, which are some orthonormal bases made from eigenvectors of KL (Karhunen-Loeve) expansion for learning patterns of each category (or pattern class) can be used as reference patterns for the category. The similarity between input pattern and each category is defined as a weighted sum of the squared values of inner product between the feature vector and the reference patterns belonging to the category, as in the following (4) (as also shown in Fig. 5).

\[
sim(f, g^k) = \sum_{i=1}^{n} W_i \times \frac{|\langle f|g^k_i\rangle|^2}{\|f\|^2} \tag{4}
\]

where \( \|f\| = \sqrt{\langle f|f \rangle} \), \( W_i \) \((W_i > 0, i = 1, \ldots, n)\) shows one of weight coefficients.

Let \( f \) and \( g \) be an input pattern (or feature vector) and a category, respectively. Let \( g^k \) \((i=1, \ldots, n)\) \((k=1, \ldots, m)\) be a set of reference patterns of the category \( g^k \), and let \( \sim(f, g^k) \) be the similarity between \( f \) and \( g^k \), the definition is given by (4).

### 4. DECISION OF WEIGHT COEFFICIENTS AND COMBINED METHOD

#### 4.1 Weight Coefficients

After the similarity computation, input pattern is classified into a category that gives the highest similarity in the above computation. Therefore, the weight coefficient is very influential in the similarity evaluation. In many cases, a set of the coefficients is defined by the eigenvalues of the KL expansion as the
following (5), what we simply call Eigenvalue Similarity.

\[ W_i = \frac{\lambda_i}{\lambda_1} \]  

(5)

where \( \lambda_i \) (for \( i = 1, \ldots, n \)) shows the \( i \)-th largest eigenvalue in the KL expansion.

However, from our experiences in this kind of character recognition, the largest eigenvalue is often much greater than the other eigenvalues, and so the similarity is decided by the first term of the inner product between the input and the first reference pattern. As a result, the recognition rate is sometimes worse than the case when \( W_i = 1 \) for all \( i \).

In order to decide the suitable weight coefficients for good recognition rate, we propose an iteration method based on a linear regression model, starting the initial condition that \( W_i = 1 \) for all \( i \). We explain the concept of the iteration method in the following.

Let \( y^s \) be the similarity value between the input pattern \( f^s \) and the category \( g^s \) that is the same as input’s one, as defined in (6). Let \( y^d \) (\( s \neq d \)) be the maximum value of the similarities between the input pattern \( f^s \) and the category \( g^d \) that is different from the input’s one, as defined in (7).

\[ y^s = \sum_{i=1}^{n} W_i \frac{|\langle f^s | g^s \rangle|^2}{\| f^s \|^2} \]  

(6)

\[ y^d = \max_{d} \left\{ \sum_{i=1}^{n} W_i \frac{|\langle f^s | g^d \rangle|^2}{\| f^s \|^2} \right\} \]  

(7)

For the input pattern \( f^s \), adding the equation \( f^s < f^d \) (\( s \neq d \)), then it results in error recognition. In this case, we need to change the known coefficients \( \{W_i\} \) so that the inequality situation does not occur in the similarity. Then, we update the coefficients by calculating a set of new coefficients \( \{W_i^*\} \) using a linear regression model based on the following (8), (9). Those new coefficients are computed by putting the unchanged value \( y^s \) to the left hand side (LHS) of (8) for the same category \( g^s \) as input \( f^s \), and also the same value to the LHS of (9) for the different category \( g^d \).

\[ y^s = \sum_{i=1}^{n} W_i^* W_i \frac{|\langle f^s | g^s \rangle|^2}{\| f^s \|^2} \]  

(8)

\[ y^d - |y^s - g^d| = \sum_{i=1}^{n} W_i^* W_i \frac{|\langle f^s | g^d \rangle|^2}{\| f^s \|^2} \]  

(9)

Then, substituting the product of old and new coefficient into \( W_i \) (i.e., \( W_i^* W_i \rightarrow W_i \)), the updated coefficients are obtained. Thus, we can iteratively search the suitable coefficients. The iteration terminates when no improvement of the recognition rate can be seen.

4.2 Synthesized Similarity

The aforementioned two classification methods are combined by using a synthesized similarity as defined in (10). Let \( x \) and \( y \) be the similarity value between the input pattern and each category in the AMRM and LFDM, respectively. The following sum of squared similarity (like Euclid norm) is used.

\[ S\text{-Similarity} = x^2 + y^2 \]  

(10)

5. EXPERIMENTATION

We have experimented the above three kinds of methods for 3036 categories of Japanese handwritten characters (total number of character patterns: 3036 200 patterns per category = 607,200) in ETL9B (Electro Technical Laboratory in Japan) database. The data used for experimentation includes not only Chinese characters but also Japanese Hiraganas as shown in Fig. 6.

In the experiment, 50 samples (or character pattern) per category were used for learning, i.e., decision of reference patterns and the weight coefficients. Therefore, they are what we call learning patterns. Actually, we have decided that the number of the reference patterns (or eigenvectors of KL expansion) per category is eight, because we have considered that the number is appropriate for rough classification as a first step. The rest of 150 patterns are experimented as unknown pattern.

The specification of the computer, OS, Programming Language, etc. that we used in our experimentation is as follows.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>Microsoft Windows XP Professional.</td>
</tr>
<tr>
<td>CPU</td>
<td>Intel Pentium4 (2.4GHz).</td>
</tr>
<tr>
<td>Main Memory</td>
<td>1024 Mbytes.</td>
</tr>
<tr>
<td>Programming Language</td>
<td>Borland C++ 5.02J.</td>
</tr>
</tbody>
</table>
5.1 Preliminary Examination

Preliminary to the experimentation for all patterns, we have examined the effect applying the three kinds of methods, i.e., AMRM, LFDM and Combined Method (CM) that uses the aforementioned synthesized similarity, for a somewhat small set of character patterns as follows.

Data: 3036 categories × 40 patterns.
Learning patterns: 20 samples/category.
Unknown patterns: 20 samples/category.

And, we have compared the results according to each case of the weight coefficients, i.e., No Weight (all values: 1.0), Eigenvalue, and the Linear Regression Model (LRM) as described before.

As for the number of eigenvectors (or standard patterns), we have examined the difference of correct recognition rate for the learning patterns and unknown patterns in AMRM. The results are shown in Fig. 7. Similarly, the difference of the recognition rate for the learning pattern and unknown patterns in LFDM is shown in Fig. 8. Also, the results by the three kinds of methods using weight coefficients based on the LRM are shown in Fig. 9.

From the results as shown in Fig. 7 and Fig. 8, we can see that the recognition rate does not grow so much even if the number of eigenvectors increases, in the case where Eigenvalue is used for the weight coefficient.

On the other hand, we can notice that the weight coefficient based on the LRM works effectively and that it tends to improve the recognition rate for unknown pattern. In addition, Fig. 9 shows that the CM exceeds both AMRM and LFDM in recognition rate. It also illustrates that the recognition rate by the CM becomes almost saturated at eight eigenvectors. Therefore, we estimate that eight standard patterns per category are enough for recognition in the CM.

5.2 Results for All Patterns

As aforementioned, in our experimentation for all patterns of ETL9B (3036 categories × 200 samples), 50 samples/category are learning patterns and the rest 150 samples/category are unknown ones. As for the standard patterns, we have used eight patterns/category, because we think it appropriate for first step rough classification.

The experimental results are shown in Table 1 through 3. In order to compare the effects in the case of three kinds of weight coefficient, i.e., No Weight (W_{i}=1 for all i), Eigenvalue, and the coefficient by LRM, the results of the three cases are shown in the tables at the same time.

In those tables, the execution time means an average time needed to recognize one character pattern. And, the required memory storage means the necessary memory size for referencing the standard 3036 × 8 patterns in the computer system.

Table 1 and Table 2 indicate that LRM raises the recognition rate for unknown pattern up to 7.58% and 1.32% in AMRM and LFDM, respectively, comparing with No Weight.

And Table 3 shows that the recognition rate by CM using LRM is 99.81% for learning pattern and 92.10% for unknown pattern.

We consider that the resultant recognition rate is not extremely high, but very effective in the computational cost, comparing with the other methods as discussed later.
Table 1: Correct Recognition Rate by AMRM.

<table>
<thead>
<tr>
<th>Input Pattern</th>
<th>Weight Coefficient</th>
<th>No Weight Eigenvalue</th>
<th>Eigenvalue</th>
<th>Linear Regression Model (LRM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LearningPattern</td>
<td>96.12%</td>
<td>66.02%</td>
<td>94.10%</td>
<td></td>
</tr>
<tr>
<td>UnknownPattern</td>
<td>63.97%</td>
<td>59.13%</td>
<td>71.55%</td>
<td></td>
</tr>
</tbody>
</table>

Execution time in LRM: 24 msec/pattern.
Required memory storage: 8.3 MBytes.

Table 2: Correct Recognition Rate by LFDM.

<table>
<thead>
<tr>
<th>Input Pattern</th>
<th>Weight Coefficient</th>
<th>No Weight Eigenvalue</th>
<th>Eigenvalue</th>
<th>Linear Regression Model (LRM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LearningPattern</td>
<td>99.94%</td>
<td>91.67%</td>
<td>99.65%</td>
<td></td>
</tr>
<tr>
<td>UnknownPattern</td>
<td>86.14%</td>
<td>81.30%</td>
<td>87.46%</td>
<td></td>
</tr>
</tbody>
</table>

Execution time in LRM: 50 msec/pattern.
Required memory storage: 18.5 MBytes.

Table 3: Correct Recognition Rate by CM.

<table>
<thead>
<tr>
<th>Input Pattern</th>
<th>Weight Coefficient</th>
<th>No Weight Eigenvalue</th>
<th>Eigenvalue</th>
<th>Linear Regression Model (LRM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LearningPattern</td>
<td>99.96%</td>
<td>95.30%</td>
<td>99.81%</td>
<td></td>
</tr>
<tr>
<td>UnknownPattern</td>
<td>90.17%</td>
<td>88.64%</td>
<td>92.10%</td>
<td></td>
</tr>
</tbody>
</table>

Execution time in LRM: 75 msec/pattern.
Required memory storage: 27 MBytes.

5.3 Discussion

In order to know the relation between the two similarities by AMRM and LFDM, we plot a dotted graph for some unknown patterns that belong to the same category.

For an input character pattern \( P \), a point with coordinates \((X, Y)\) is generated based on the definition as follows.

\[
(X, Y) = (\text{Simil}(P, C) \text{ by AMRM}, \text{Simil}(P, C) \text{ by LFDM})
\]  

where \( \text{Simil}(P, C) \) means the similarity between the pattern \( P \) and a category \( C \).

Because there are 3036 categories, the same number of points are generated for one input pattern \( P \). When the category \( C \) is the same one that the pattern \( P \) belongs to, we call the similarity \( \text{Simil}(P, C) \) “the Same Category Similarity”, otherwise “Different Category Similarity”.

Fig. 10 shows a dotted graph for ten input patterns (unknown patterns) that belong to the same category. That is, \( 10 \times 3036 \) points are plotted in the graph. In the graph, points in the cluster (a) are generated by the Same Category Similarity, the other points in another cluster (b) by Different Category Similarity. This graph presents an example of the distribution by the Same Category Similarity and Different Category Similarity. However, the distribution situations are similar for unknown patterns, as a whole.

From Fig. 10, we can see that single similarity by AMRM or LFDM can hardly separate the two clusters, i.e., the same category and different ones. In fact, both the recognition rates are not so good for unknown patterns, as we have seen in Table 1 and Table 2.

But, also from the Fig. 10, the synthesized similarity seems to work better to distinguish the two clusters. It has been verified by the experimental results, as shown in Table 3.

After all, we can consider that the two kinds of feature representations by AMRM and LFDM should be in a complementary relation.

More specifically speaking, the experimental result reveals that AMRM comparatively well discriminates curve patterns such as Japanese Hiraganas. So we can conjecture that AMRM stably represents the features of hole or loop and the juxtaposition situation of the curve strokes.

On the contrary, LFDM does not distinguish such curve patterns so much as AMRM. However, it works well for Chinese characters that contain many linear strokes. In this sense, we consider that AMRM and LFDM can function complementarily.
5.4 Comparison of Computational Cost

In order to show that the CM is effective in low cost recognition, we try to compare the computational cost with other methods in the reference papers. The execution time of the CM based on LRM is 75 msec/pattern, and the required memory storage is 27 Mbytes, as shown in Table 3.

As for the methods in reference [1] and [2], the memory storage approximately requires 200 Mbyte and 406.3 Mbyte, respectively. The size of 406.3 Mbyte can be estimated by the following manner, according to the description in paper [2].

\[
406.3 \text{ Mbyte} = 196 \times 4 \times 4179 \times 3036
\]

The execution time reported in paper [1] and [2] is 2.04 sec/pattern (Model:HPC160) and 1.68 sec/pattern (Model:EWS4800/360), respectively.

In the other papers, the computational costs are not described concretely. So we only have very limited information to make comparison with the other methods.

However, as for pattern or feature matching based methods, there is a proportional relation between the memory storage and the execution time, in general. Then, we consider that the CM gives low cost handwritten characters recognition, because it is one of matching based methods, and because it requires comparatively small memory storage.

6. CONCLUSION

In this paper, we have presented two classification methods and a combined one for low cost handwritten characters recognition or rough classification, using features of the vector field. We have also proposed a decision method of the suitable weight coefficients in the similarity, using simple linear regression model (LRM). Moreover, we have revealed the experimental results. From the results, we can see that it is very effective to use the feature of the vector field and the decision of weight coefficients based on LRM. We have found that the linear regression method has shown almost the same improvement effect as in the case of using neural network [12]. Therefore, we expect that our feature points vector field method is promising and worth refining as a very effective and low computational cost method for hand written characters recognition.
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